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Summary
In recent years, Automatic Speaker Verification (ASV) has been increasingly used for voice biome-

trics. Securing these voice biometric systems for real-world applications is therefore becoming a major
issue. The problem that we pose here is that of identity theft through an attack on a voice-based
biometric identification system, and the countermeasures that could be implemented to respond to
these attacks. Recent scientific works [KSPL20] show the diversity of possible attacks. Among them,
we can count on attacks by high quality voice synthesis systems or high performance voice conversion
systems. Recent advances in these two synthetic speech technologies are due to the use of deep lear-
ning techniques (DNN) and newly available massive data [SPW+18]. The security of voice biometric
systems against impersonation attacks remains a difficult and unsolved topic. This is a major issue
in these times of presidential elections, widerange geopolitical and territorial conflicts and massive
dissemination of erroneous, altered or falsified information.

Thanks to deep learning and the availability of quality data in large quantities, the quality of
text-to-speech systems and voice conversion (from a source voice to a target voice) has therefore seen
unprecedented progress. For some systems, the quality is such that a naive ear cannot distinguish ge-
nerated (synthetic) speech from natural speech. Automatic speaker recognition systems (verification
of the speaker’s voice identity) are therefore vulnerable due to the lack of countermeasures allowing
the systems to verify, in addition to the speaker’s voice identity, the nature of the speech (artificial
or natural). Numerous studies demonstrate the effectiveness of combining modalities for speech and
speaker recognition [FB07] and for building robust authentication systems [CWL18, IKF+18]. The
implementation of systems allowing to synchronize audio recordings and lip expressions present in a
video [PMNJ20] and the availability of corpora including both modalities [RSZ+21, FDLM18] will
allow us to explore the link between these two modalities.

Thesis program
The proposed research topic is at the border of several domains and requires the acquisition of

skills in speech processing (voice synthesis and conversion), in facial expression analysis, in particular
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lip expressions, and will have to take into account the works mixing the two modalities. A consequent
work of bibliography and acquisition of technologies in these fields will thus be necessary at the
beginning of this thesis.

This work will make it possible to implement these two skills with the aim of proposing an
automatic system for detecting voice fraud (speaker impersonation), based on the state of the art in
this field [DEK+21] and on the expertise developed by the EXPRESSION team ( speaker identity and
anomaly detection). The results of the thesis will be compared to those presented in the ASVspoof
workshop (satellite of Interspeech), which focuses on the challenge of automatic speech verification
and identity theft countermeasures.

Contexte scientifique
The EXPRESSION team of IRISA’s Media and Interactions department focuses on the study

of human-generated data (especially language) conveyed by different media : gesture or movement,
speech and text. Two of its research axes concern the synthesis and recognition of expressive gesture
and expressive speech. The EXPRESSION team has a wealth of experience in the field of automatic
speech processing (speech synthesis and voice conversion) as well as in the field of anomaly detection
on voice and facial expressions.

The team also has the technical means of recording that will facilitate the generation of data
useful for speech synthesis, conversion and analysis. In this context, the team has developed a corpus
dedicated to multimodal analysis, named EMO&LY (for EMOtion and anomaLY) to deepen and va-
lidate its research on anomaly detection conducted during the previous theses of Cédric Fayet [Fay18]
and Valentin Durand de Gevigney [DdG21], supervised within the team.

Supervision team :
— Damien Lolive, Maître de conférences HDR (director),
— Pierre-François Marteau, Professeur des Universités (co-director),
— Arnaud Delhay, Maître de conférences (co-supervisor).

Candidate profile
The candidate will be expected to conduct cutting-edge applied research in one or more of the fol-

lowing areas : signal processing, statistical machine learning, speech and gesture recognition. He/she
should have excellent computer programming skills (e.g. C/C++, Python/Perl, etc.), and knowledge
of machine learning, signal processing or human-computer interaction.

The candidate must hold a master’s degree in computer science or an engineering degree giving
the title of master in computer science.

Please send a CV, a cover letter, one or more letters of reference and the academic results of the
previous degree (Master’s degree or Engineering degree giving the title of Master) to all contacts
(firtsname.lastname@irisa.fr) before Friday, April 8, 2022, strict deadline.
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