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2 Introduction

Expressiveness or expressivity are terms which are often used in a number of domains'. When it
comes to human expressiveness, we will consider the following reading: expressiveness covers any
kind of variability -produced by a human being during the act of producing a semantically rich
content- in particular variability that conveys emotion, style or intentional content.

Considering this definition, the EXPRESSION team focuses on studying human language data
conveyed by different media: gesture, speech and text as depicted in figure 3.1. Such data
exhibit an intrinsic complexity characterized by the intrication of multidimensional and sequential
features. Furthermore, these features may not belong to the same representation levels — basically,
some features may be symbolic (e.g., words, phonemes, etc.) whereas others are numerical (e.g.,
positions, angles, sound samples) — and sequentiality may result from temporality (e.g., signals).

Within this complexity, human language data embed latent structural patterns on which
meaning is constructed and from which expressiveness and communication arise. Apprehending
this expressiveness, and more generally variability, in multidimensional time series, sequential
data and linguistic structures is the main proposed agenda of EXPRESSION. This main purpose
comes to study problems for representing and characterizing heterogeneity and expressiveness,
especially for pattern identification and categorization.

The proposed research project targets the exploration and (re)characterization of data pro-
cessing models in three mediated contexts:

1. Expressive gesture analysis, synthesis and recognition,
2. Expressive speech analysis and synthesis,

3. Expressiveness in textual data.

3 Main challenges and research focus

3.1 Main challenges addressed by the team

Four main challenges will be addressed by the team.

C1: The characterization of the expressiveness as defined above in human produced data (ges-
ture, speech, text) is the first of our challenges. This characterization is challenging jointly
the extraction, generation, or recognition processes. The aim is to develop models for ma-
nipulating or controlling expressiveness inside human or synthetic data utterances.

C2: Our second challenge aims at studying to what extent innovative methods, tools and results
obtained for a given media or for a given pair of modality can be adapted and made cross-
domain. More precisely, building comprehensive bridges between discrete/symbolic levels
(meta data, semantic, syntactic, annotations) and mostly continuous levels (physical signals)
evolving with time is greatly stimulating and nearly not explored in the different scientific
communities.

C3: The third challenge is to address the characterization and exploitation of data-driven em-
beddings? (metric or similarity space embeddings) in order to ease post-processing of data,

'In biology, they relate to genetics and phenotypes, whereas in computer science, expressivity of programming
languages refers to the ability to formalize a wide range of concepts.
2Given two metric or similarity spaces (X, d) and (X', d’), a map f : (X,d) — (X', d’) is called an embedding.
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Figure 1: Overview of the main challenges considering both on continuous numerical (left) and
discrete symbolic (right) data.

in particular to reduce the algorithmic complexity and meet the real-time or big-data chal-
lenges. The characterization of similarity in such embeddings is a key issue as well as the
indexing, retrieval, or extraction of sub-sets of data relevant to user’s defined tasks and
needs, in particular the characterization of expressiveness and variability.

C4: The fourth challenge is to contribute to the production of resources that are required, in
particular to develop, train and evaluate machine learning (statistical or rule-based) models
for human language data processing. These resources are mainly corpora (built from speech,
text and gesture time series), dictionaries, and semantic structures such as ontologies.

All the addressed challenges are tackled through the development of models, methods, re-
sources and software tools dedicated to represent and manage gesture, speech or textual data.
Thus we consider a complete processing chain that includes the creation of resources (corpus,
thesaurus, semantic network, ontology, etc.), the labeling, indexing and retrieval, analysis and
characterization of phenomena via classification and extraction of patterns (mostly sequential).

These challenges also target multi-level aspects, from digital tokens to semantic patterns,
taking into account the complexity, the heterogeneity, the multi-dimensionality, the volume, and
the nature of our temporal or sequential data.

We are aiming at addressing these challenges in terms of development and exploitation of
machine learning and pattern discovery methods for clustering, classification, interactive control,
recognition, and production of content (speech signals, texts or gestures), based on different levels
of representation (captured or collected data but also knowledge that is specific to the media or
the considered application). Finally, both objective and subjective (perceptive) evaluations of
these models are a key issue of the research directions taken by the EXPRESSION team.



3.2 Main research focus

Five thematic lines of research are identified to carry out this research.

RF1: Data acquisition — Gesture, speech or text data are characterized by high levels of het-
erogeneity and variability. Studying such media requires high quality data sets appropriate
to a well defined and dedicated task. The data acquisition process is thus a crucial step
since it will condition the outcomes of the team research, from the characterization of the
studied phenomena, to the quality of the data driven models that will be extracted and to
the assessment of the developed applications. The production of high quality and focused
corpora is thus a main issue for our research communities. This research focus addresses
mainly the fourth challenge;

RF2: Multi-level representations — We rely on multi-level representations (semantic, phono-
logical, phonetic, signal processing) to organize and apprehend data. The heterogeneity of
these representations (from metadata to raw data) prevents us from using standard model-
ing techniques that rely on homogeneous features. Building new multi-level representations
is thus a main research direction. Such representations will provide efficient information
access, support for database enrichment through bootstrapping and automatic annotation.
This research focus contributes mainly to the second, third and fourth challenges;

RF3: Knowledge extraction — This research addresses data processing (indexing, filtering,
retrieving, clustering, classification, recognition) through the development of distances or
similarity measures, rule-based or pattern-based models, and machine learning methods.
The developed methods will tackle symbolic data levels (semantic, lexical, etc.) or time
series data levels (extraction of segmental units or patterns from dedicated databases).
This research focus contributes mainly to the first and third challenges.

RF4: Generation — We are also interested in the automatic generation of high-quality con-
tent reproducing human behavior on two modalities (gesture and speech). In particular, to
guarantee adequate expressiveness, the variability of the output has to be finely controlled.
For gesture, statements and actions can be generated from structural models (composition
of gestures in French sign language (LSF) from parametrized linguistic units). For speech,
classical approaches are data-driven and rely either on speech segment extraction and com-
bination, or on the use of statistical generation models. In both cases, the methods are
based at the same time on data-driven approaches and on cognitive and machine learn-
ing control processes (e.g., neuromimetic). This research focus contributes mainly to the
first and fourth challenges since generation can be seen also as a bootstrapping method.
As parallels can be possibly drawn between expressive speech and expressive movement
synthesis, the focus also contributes to the second challenge;

RF5: Use cases and evaluation — The objective is to develop intuitive tools and in partic-
ular sketch-based interfaces to improve or facilitate data access (using different modes of
indexing, access content, development of specific metrics, and graphical interfaces), and to
integrate our aforementioned models into these tools. As such, this focus contributes to
the first challenge and has a direct impact on the fourth challenge. Furthermore, whereas
many encountered sub-problems are machine learning tasks that can be automatically eval-
uated, synthesizing human-like data requires final perceptive (i.e., human) evaluations.
Such evaluations are costly and developing automatic methodologies to simulate them is
a major challenge. In particular, one axis of research directly concerns the development




of cross-disciplinary evaluation methodologies. This research focus contributes also to the
second challenge;

4 Expressive gesture analysis, synthesis and recognition

4.1 Scientific background

Thanks to advanced technologies such as new sensors, mobile devices, or specialized interactive
systems, gesture communication and expression have brought a new dimension to a broad range
of applications never before experienced, such as entertainments, pedagogical and artistic appli-
cations, rehabilitation, etc. The study of gestures requires more and more understanding of the
different levels of representation underlying their production, from meanings to motion perfor-
mances characterized by high-dimensional time-series data. This is even more true for skilled and
expressive gestures, or for communicative gestures, involving high level semiotic and cognitive
representations, and requiring extreme rapidity, accuracy, and physical engagement with the en-
vironment.

Many previous works have studied movements and gestures that convey a specific meaning,
also called semiotic gestures. In the domain of co-verbal gestures, Kendon |[Ken80] is the first au-
thor to propose a typology of semiotic acts. McNeil extends this typology with a theory gathering
the two forms of expression, speech and action [McN92|. In these studies, both modalities are
closely linked, since they share a common cognitive representation. Our research objectives focus
more specifically on body movements and their different forms of variations in nonverbal com-
munication or bodily expression. We consider more specifically full-body voluntary movements
which draw the user’s attention, and express through body language some meaningful intent, such
as sign language or theatrical gestures. Generally, these movements are composed of multimodal
actions that reveal a certain expressiveness, whether unintentional or deliberate.

Different qualitative aspects of expressiveness have already been highlighted in motion. Some
of them rely on the observation of human motion, such as those based on the Laban Movement
Analysis theory, in which the expressiveness is essentially contained into the Effort and Shape
components [Mal87]. Motion perception through bodily expressions has also given rise to many
work in nonverbal communication. In the psychology and neuroscience literature, recent studies
have focused in particular on the recognition of emotion in whole body movements [Wal98; Gal09;
THBO06; dGel06; CGOT7|.

In computational sciences, many studies have been conducted to synthesize expressive or emo-
tional states through the nonverbal behavior of expressive virtual characters. Two major classes
of approaches can be distinguished: those that specify explicit behaviors associated with pure syn-
thesis techniques, or those offering data-driven animation techniques. In the first category we find
embodied conversational agents (ECAs) that rely on behavioral description languages [KWO04], or
on sets of expressive control parameters [CCZB00; HMBPO05]. More recently, some computational
models consider the coordination and adaptation of the virtual agent with a human or with the
environment in interacting situations. The models in such cases focus on rule-based approaches
derived from social communicative theories [Pel09; Kop10|. In the second category, motion cap-
tured data is used with machine learning techniques to capture style in motion and generate new
motion with variations in style [BH00; Her03; GMHP04; HPPO05|. In these works authors consider
a low-level definition of style, in terms of variability observed among several realizations of the



same gesture. If some relevant studies rely on qualitative or quantitative annotations of motion
clips (e.g., [AFO03; MBS09|), or propose relevant methods to create a repertoire of expressive
behaviors (e.g., [RBC98|), very few approaches deal with both motion-captured data and their
implicit semantic and expressive content.

In our approach, we will consider that gesture is defined as expressive, meaningful bodily mo-
tion. It combines multiple elements which intrinsically associate meaning, style, and expressive-
ness. The meaning is characterized by a set of signs that can be linguistic elements or significant
actions. This is the case when gestures are produced in the context of narrative scenarios, or
expressive utterances in sign languages. The style includes both the identity of the subject, de-
termined by the morphology of the skeleton, the gender, the personality, and the way the motion
is performed, according to some specific task (e.g., moving in a graceful or jerky way). The ex-
pressiveness characterizes the nuances that are superimposed on motion, guided by the emotional
state of the actor, or associated to some willful intent. For example, theatrical performances
may contain intentional emphasis that are accompanied by effects on the movement kinematics or
dynamics. Most of the time, it is very difficult to separate all these components, and the resulting
movements give rise to different physical realizations characterized by some variability that can be
observed into the raw motion data and subsequently characterized. For simplicity we will assume
later that the notion of expressiveness includes any kind of variability.

Hence our line of research focuses specifically on the study of variability and variation in mo-
tion captured data, linked to different forms of expressiveness, or to the sequencing of semantic
actions according to selected scenarios. Motion capture is used for retrieving relevant features that
encode the main spatio-temporal characteristics of gestures: low-level features are extracted from
the raw data, whereas high-level features reflect structural patterns encoding linguistic aspects of
gestures [ACD+09]. Many data-driven synthesis model have been developed in order to re-use or
modify motion capture data and therefore produce new motions with all the realism and nuances
present in the examples. We focus in our approach on machine learning methods that capture all
the subtleties of human movement and generate more expert gestures while maintaining the style,
expressiveness and semantic inherent to human actions [Her03; AI06; HCGMO06b; PP10]. One
of the novelties of our approach is that it is conducted through an analysis / synthesis scheme,
corrected and refined through an evaluation loop (e.g., [GMDI12]). Consequently, data-driven
models, which incorporate constraints derived from observations, should significantly improve the
quality and credibility of the gesture synthesis; furthermore, the analysis of the original or synthe-
sized data by techniques of automatic segmentation, classification, or recognition models should
improve the generation process, for example by refining the annotation and cutting movements
into significant items. Finally, evaluation takes place at different levels in the analysis / synthesis
loop, and is performed qualitatively or quantitatively through the definition of original use cases.

4.2 Challenges

The first challenge is to define and characterize the expressiveness in human movement. As
stated above, we will consider expressiveness at all levels of gesture generation, which involves
both a semantic dimension (from actions that convey a specific meaning to sign languages that
imply the linguistic aspects of phonetics, phonology, prosody, etc.), and an expressive dimension
induced by intentional variations or spontaneous states of the actor, and results in variations in
the signals [HCGMO6a|. This challenge is part of the general challenge C1.




The second challenge is to explore new motion representation spaces that reflect the expres-
siveness and variability contained in the data. This implies to reduce the complexity of the
high-dimensional motion data by proposing different embeddings for these data [WFHOT7; CL06;
EL13; MHM12; PT09]. Such embeddings should enable to characterize and parametrize specific
action sequences, and give rise to original approaches for recognition or generation of new behav-
iors with varied styles, applied to expressive movements and gestures. This challenge relates to
the challenge C3.

The third challenge is to be able to link the different levels of representation, from narrative
scenarios to structural patterns of actions, and to continuous streams of raw motion data. More
precisely, the aim is to extract structural patterns from data and to understand how these discrete
patterns influence the synthesis of gestures while preserving the semantics of actions as well as sub-
tle expressive variations [RBC98; GCDL11]. This challenge deals with the general challenge C2.

The fourth challenge concerns the definition of evaluation protocols that are necessary for eval-
uating the different hypothesis and models that are constructed at all the levels of the perception-
production loop. Our approach follows the motor theory of perception, where motor production
is necessarily involved in the recognition of sensory cues (audio, visual, etc.) and encoded ac-
tions [GMD12]. These evaluations will be considered both quantitatively and perceptually, fol-
lowing original methodologies that take into account the scenarios, movement tasks, elicitation
and recognition [GCF10; BR09|. This challenge contributes to the general challenges C1 and C4.

4.3 Research topics

Scenarios and corpora: As the expressiveness in gestures is a notion still not well established
and somehow controversial, its characterization implies the definition of relevant scenarios in-
corporating some variability induced by the specification of tasks and the pre-determination of
different sources of variations (by varying scenarios, setting up variational emotional states, etc.).
For example, an important requirement for most signing avatar technology is to ensure that the
constructed database has a large quantity of interesting and on-topic signs from which to build
novel signing sequences. Key factors such as dialogue content and style, as well as linguistic
inclusions, have to be considered in designing an avatar corpus [DG10].

When these scenarios and corpora have been designed, motion databases are constructed.
This research topic is part of the RF1 research focus. The following thematic research axis that
rely on these databases are identified to carry out our research on gesture.

Multi-level representations: expressive gestures rely on multi-level representations, depend-
ing on the type of gesture and task that are considered. For sign languages, we may identify
levels (semantic, phonological, phonetic, or signal processing) to organize and process the data.
In addition, the data is organized spatially and temporally. The spatial dimension is characterized
by channels associated to some body parts (hands, arm movements, facial expression, gaze direc-
tion, etc.), whereas the time dimension is characterized by segmental elements that may represent
significant phonetic items, signs or actions, or motion transitions. Associated to this information
are expressive features that bring additional dimensions to the description of the motion data.
For example, for narrative scenes in theater, different action sequences can be performed with dif-
ferent emotional states, or for musical scores, different gestural interpretations can be performed
with various nuances or musicality. Defining the features that best characterize these expressive
sequences is still challenging, as highlighted by [AC14] who automatically compute motion quali-
ties from dance performances, in terms of Laban Movement Analysis (LMA), for motion analysis
and indexing purposes. Finding the most adequate multi-level representations and the way to



index motion data according to these heterogenous information, both discrete (semantic labeling)
and continuous (e.g., kinematic or spatial features) is thus a second research direction. Such
representations will provide efficient information access, support for database enrichment through
boostrapping and data generation, and automatic segmentation and annotation. This research
topic relates to the RF2 research focus.

Knowledge extraction, Analysis, Classification: based on the previous data representa-
tion, this research addresses motion signal processing (filtering, retrieving, clustering, classifi-
cation, recognition). As motion is by essence constituted of high-dimensional time series, the
data-driven models that are developed will be mostly based on machine learning methods and
will consider the definition of relevant low-dimensional embeddings in which the data will be pro-
jected [CGM14|. The characterization of distances or similarity measures in such embeddings
is also a key issue. One idea is to define efficient embeddings that may have a sensori-motor
plausibility, such that the resulting parametrization will be significant and will make possible a
better generalization of the data. This research topic is part of the RF3 research focus.

Generation and control: our fourth research axis is related to the automatic generation of
high-quality movements gestures mimicking or extrapolating new human behaviors. In addition,
to guarantee adequate expressiveness, the variability of the produced gestures has to be finely con-
trolled. The methods are based on data-driven approaches and on cognitive and machine learning
control processes. For some autonomous applications, such as the production of utterances by
signing avatars, the statements and actions can be generated from structural models (composition
of gestures in French sign language (LSF) from parametrized linguistic units). Other interactive
3D applications are directly controlled by gestures that are tracked or recognized in real-time.
This research topic is included in the RF4 research focus.

Use cases and evaluation: controlling dynamical systems driven by gesture and producing
sensory outputs (gestural, visual, auditive) requires final perceptual (i.e., manual) evaluations.
These evaluations focus mainly on the expressive quality of the gestures that are recognized
and produced, and therefore they suppose to adapt classical evaluation methodologies to novel
approaches. Furthermore, they are closely linked to the use cases previously stated. Hence, the
evaluation results can be used to refine the different analysis and synthesis models, or to recreate
new use cases through a closed loop approach which is relevant to characterize more finely the
notion of expressiveness in motion. This research topic contributes to the RF5 research focus.

4.4 Application areas
Different applications domains can be considered:

e Sign Language Translation and Avatar technology; This application domain covers in partic-
ular the design of corpora and sign language indexed databases, the development of analysis
/ synthesis software to control sign language virtual characters [GCDL11]|, and the design
of innovative interfaces to manipulate the data. This kind of application may require the
recording of high-quality data (body and hand motion, facial expression, gaze direction),
or real-time interactive devices to communicate more efficiently and intuitively with the
application. Sign language video books can be a targeted application.

e Interactive Multimedia Technology using Gesture; Controlling expressively by gesture the
behavior of simulated objects is an emerging research field which can lead to numerous
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applications: games using gesture as input or virtual assistants as output, virtual theater,
or more generally performative art controlled by gesture.

4.5 Key expected results

e Models of expressiveness in gesture both for recognition and generation.

e High-quality expressive gesture generation from motion captured data, using both low-level
embeddings that implicitly integrate expressive descriptors, and high level semantic patterns.

e Development of new similarity measures for motion data, efficient classification, recognition
and generation algorithms based on kernel-based techniques.

e Construction of novel scenarios and corpora that enable to explore various expressive situ-
ations.

5 Expressive speech analysis and synthesis

5.1 Scientific background

Based on a textual input, a text-to-speech (TTS) system produces a speech signal that corresponds
to a vocalization of the given text [All76; Tay09|. Classically, this process can be decomposed in
two steps. The first one realizes a sequence of linguistic treatments on the input text, especially
syntactical, phonological and prosodic analysis. These treatments give as output a phoneme
sequence enriched by prosodic tags. The second step is then the signal generation from this
symbolic information.

In this framework, two concurrent methodological approaches are opposed: corpus-based
speech synthesis [|Bre92; Dut97], and statistical parametric approach, mainly represented by
the HMM-based TTS system called HTS [MTKI96; TZ02; ZTB09]. Corpus-based speech syn-
thesis consists in the juxtaposition of speech segments chosen in a very large speech database in
order to obtain the best possible speech quality. On the other hand, HTS, which is more recent,
consists in modeling the speech signal by using stochastic models whose parameters are estimated
a priori on a training corpus. These models are then used in a generative way so as to create a
synthetic speech signal from a given parametric description.

Corpus-based speech synthesis is a reference since at least a decade. Examples of systems us-
ing this technique are ATR Chatr [BT94|, CMU Festival [TBC98a|, Microsoft Whistler [HAA-+96|,
IBM ViaVoice Text-To-Speech [PBE+06]|, AT&T Natural Voices [JS02|, Loquendo TTS [QDMSO01]
Microsoft text-to-speech voices, ATR XIMERA |[KTN+04], Acapela Voice, Voxygen [Vox13] and
IrcamTTS [BSHRO5|. This technique relies on systems conceived in the 80s/90s. In particular,
diphone speech synthesis has shown to produce results of variable quality but generally with high
intelligibility. Corpus-based synthesis can be viewed as an extension of this approach, allowing
multiple instances of the units and also variable length units to be considered during a selection
step. The problem then turns into finding the optimal acoustic unit sequence. This selection is
generally done via a dynamic programming approach such as the Viterbi algorithm. In particular,
common implementations of this algorithm try to minimize the audible distortions at junctions be-
tween units as well as distances to prosodic and phonological targets [Don98; TBC98b; BRBdA02].

Restituted timber quality, which is judged very near to natural, is the main reason of corpus-
based speech synthesis success. Another reason is certainly the overall good intelligibility of the
synthesized utterances [MA96]. Nevertheless, the main limitation is the lack of expressiveness.
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Generally, synthesized voices only have a neutral melody without any controlled affect, emotion,
intention or style [Sch01; RSHMO09; SCKO06]. This is mainly a consequence of the low expressive-
ness in recorded speech corpora, whose style is often constrained to read speech.

However, expressiveness is an essential component in oral communication. It regroups differ-
ent speaker and context dependent elements from different abstraction levels which all together
enable to highlight an emotion, an intention or a particular speaking style [LM11]. Acoustically,
fundamental frequency, intensity and durations of some signal segments are judged to be decisive
elements [TAMLO04; Abe95; Bla07; GR94; IMK+04]. Phonologically, phenomena like phoneme
elisions (notably schwas in French) or disfluences (e.g., hesitations, repetitions, false starts, etc.)
mark different emotional states. At lexical, sentential and more abstract levels, other elements
such as the choice of words, syntactic structures, punctuation marks or logical connectors are also
important.

The state of the art is presented in [Eri05; Sch09; GP13]. These articles state that current
systems have important lacks concerning expressiveness. Moreover, they clearly show the need
for expressiveness description languages and for more flexibility in TTS systems, especially in
corpus-based systems.

Indeed, controlling expressiveness in speech synthesis requires high level languages to precisely
and intuitively describe expressiveness that must be conveyed by an utterance. Some work exists,
notably concerning corpus annotation [DGWS06], but for the moment, no language is sufficient
to build up a complete editorial chain. This point constitutes an obstacle towards automatic or
semi-automatic creation of high-quality spoken content.

The amount of work on the integration of expressiveness into TTS systems is in constant
augmentation these last years. Most speech synthesis methods have been subject to exten-
sion attempts. In particular, we can cite the diphone approach [BNS02|, the corpus-based ap-
proach [EAB+04; CRKO7]|, or even the parametric approach [WHLWO06; TYMKO07|. Adding to
this, several languages have been used: notably Spanish [ISA07], Polish [DGWS06|, Japanese [WHLWO06;
TYMKO7|, English [SCKO06]|, and French [AVARO06; LFV+11|. On our side, current activities in
speech synthesis are conducted on French and English. Although other languages could be added
to our system, there is currently no real scientific interest, unless a multilingual environment is
required.

Beyond speech synthesis, some problems implied by the human expressiveness can also be
found in other domains, but generally with an opposed point of view. In speaker processing and
automatic speech recognition (ASR), acoustic models try to represent the speech signal spectrum
so as to deduce a footprint or to erase specificities and move towards a generic model [SNHO3;
SFK+05]. In ASR again, the problem of word pronunciations is also important, especially when
facing out-of-vocabulary words, i.e.words neither part of the training data nor of hand-crafted
phonetized lexicons. Grapheme-to-phoneme converters are then needed to automatically asso-
ciate one or several phonetizations to these words [BécOl; BNO08; IFJ11|. These tools are also
used in TTS, needs in TTS and ASR are different. In ASR, the recall over generated pronun-
ciations is maximized, that is the objective is to cover all possible pronunciations of a word to
make sure that it will be recognized correctly. At the opposite in T'TS, the precision is favored
since only one phonetization will be uttered by the system in the end. Thus, extra work on
pronunciation scoring and selection is necessary in T'TS to improve generic grapheme-to-phoneme
models. Other work aims at modeling disfluencies, i.e.errors within the elocution of a sentence, in
order to help an ASR system to deal with these irregularities [Shr94; SS96]. By extension, these
models are useful to clean a manual or automatic transcription, and make it closer to written
text conventions [LSS+06]. Although all these studies share common traits with the expressive
speech synthesis problem, they all try to characterize the effects of expressiveness to get rid of
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them, and not the other way around. Hence, synthesizing expressive speech requires to extend
existing disfluency models to fit a generative process. Finally, emotion detection is also a subject
of interest. In [LAVDI11], the authors are interested in emotion recognition from linguistic cues
while the authors of [SMLRO5| propose models mixing acoustic and linguistic features to detect
emotions in speech signals. In the case of expressive speech synthesis, dependencies highlighted
by these works would have to be reversed in order to predict acoustic features based on given
input classes of expressiveness.

In this context, the scientific goal of the team in speech processing is to take into account
expressiveness in speech synthesis systems. This objective leads us to the research topics detailed
in the rest of the document.

5.2 Challenges

Concerning expressive speech, four challenges can be drawn. Step by step, these challenges split
up the entanglement of expressiveness and speech.

The first challenge is, as for the other modalities, the characterization of the expressiveness and
variability in human speech, that is the definition of expressiveness in terms of features from all
abstraction levels implied in speech production, namely, the signal, prosody, phonology, linguistics,
etc. Furthermore, unifying those features through a comprehensive description language is also
part of this challenge. This challenge is part of the general challenge C1.

The second challenge is the discovery of dependencies between characteristics of expressive
speech, and the construction of models for the recognition and generation of expressiveness in
speech. As the development of TTS applications is currently limited by the lack of control of
expressiveness, these models should provide fine control facilities while synthesizing speech. As
such, they are expected to be highly adaptive and to easily cope with the various natures of speech
and language features. This challenge spans over the general challenges C1 and C2.

The third challenge concerns the production of expressive speech resources from scratch. The
current common process consists in building a corpus of textual sentences, recording a speaker
uttering these sentences and finally annotating the recorded speech. This process is very controlled
to guarantee the consistency of speech all over the corpus. We want to extend this protocol to
integrate variations due to expressiveness while keeping a consistent view of recordings. To achieve
this goal, it is necessary to develop discriminative models able to differentiate speech signals
sharing a same lexical content but carrying different expressive signatures, and to annotate them
as such. This obviously relies on the definition of similarities and distances between expressive
speech signals. This challenge is part of the general challenges C3 and CA4.

As an extension, the fourth challenge consists in allowing speech synthesis to rely on open
uncontrolled speech databases, especially on massive heterogeneous data from the Internet. In the
manner of an information retrieval problem, the key point here is to be able to filter and retrieve
interesting speech segments based on comprehensive characterizations by measuring the relevance
and consistency of segments according to a target synthesis task. Dealing with heterogeneity and
large size of data are two underlying problems of this challenge. As previously, this challenge
deals with the general challenges C3 and CA4.

5.3 Research topics

As underlined in the previous sections, expressiveness influences an utterance at several descrip-
tion levels. Given a text to synthesize, taking into account expressiveness consists in (i) being
able to predict parameters of the different description levels according to a given expressiveness,
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and (ii) being able to integrate these parameters in the speech generation process (for example,
in the unit selection process). Hence, the main emphasis in speech processing will be put on
expressiveness characterization and representation in speech (research focus RF2 of the team),
knowledge extraction from expressive data (RF3), generation of expressive speech (RF1 and RF4),
and evaluation through realistic use cases (RF5). The higher level of information, devoted to the
study of linguistic phenomena, are mutualized with the text mining axis. Moreover, the studied
language will mainly be French because expertise is necessary to correctly understand variations
implied by expressiveness. Nonetheless, English will be also considered since it eases comparison
with related work.

Expressiveness characterization and representation: Characterizing the phenomena un-
der study is the first topic as this is also the first challenge of the team. Notably, we propose
to study separately elocution styles and affective speech as two sub-domains of expressiveness.
As said previously, speech involves a large number of annotations ranging from wide textual
structures to narrow speech segments features. Adequate representations and models have to
be developed to represent all these levels in a coherent manner. For example, no clear set of
expressiveness tags exists to describe the expressive content of a sentence. In the same way,
models to predict expressive events, such as particular phonological events (e.g., phoneme sub-
stitution), or even prosodic modifications have to be developed. This research topic is shared
accross gesture, speech and text processing and will benefit from all advances achieved within the
second research focus (multi-level representations).

Knowledge extraction from expressive data: Due to a particular accent, linguistic habits
or a particular emotional state, a given speaker will use specific pronounciations, accentuation
strategies or rhythms. A possible methodology to mimic these expressive speech peculiarities is
to start with well-known generic models and to adapt them according to an application-specific
set of constraints. Fundamentally, this approach requires to extract knowledge about how speech
and text features interact with expressiveness in order to build these constraints. The extensive
use of machine learning techniques is a favored strategy to address this topic. In particular,
applying language modeling techniques (for phonology or prosody) on recorded and annotated
speech corpora and the development of unsupervised adaptation methods are a clear short term
objective. This framework is applicable to tackle intra-speaker as well as inter-speaker variations.
This research line will then enable to build speaker or task dependent models of expressive char-
acteristics (prosody, phonology, etc.) and to generate instructions for the speech generation step.
This stragegy is also interesting as it is independent of the speech synthesis engine nature and can
be used either with unit selection or with a parametric system such as HTS. This topic is part
of the third research focus of the team, on knowledge extraction, and it will particularly interact
with gesture and text modalities as modeling tools working with both signal and text are required
to properly process the spoken language.

Expressive speech generation: Considering the work done within the other topics, expressive
speech generation becomes conceivable and thus can be split into the study of expressive phonology
(phonetization and disfluencies), expressive prosody (pitch, duration, rythm, pauses), and exten-
sion of speech generation algorithms (shortest path finding in graphs of speech units, extension of
statistical parametric approaches). These topics can be studied in parallel. Moreover, phonologi-
cal and prosodic modeling problems are in direct link with machine learning approaches developed
within the knowledge extraction topic. This point of view has the advantage to authorize the use
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of classical objective evaluation methodologies to conduct a large part of the evaluations. On
the contrary, the speech generation algorithmic part and the complete synthesis process need to
be perceptually evaluated. This research topic is part of the fourth research focus on generation
and, as expressive speech requires high-quality speech signals, of the first research focus dealing
with data acquisition.

Use cases and evaluation: Like in any generative framework and directly in line with the
team’s fifth research focus (use cases and evaluation), it is crucial to evaluate the generated data
in concrete use cases, notably by conducting objective and subjective evaluations. Actually, inspite
of numerous potential applications, expressive speech use cases are not well developed, mainly
because the quality of expressive control is poor in nowadays systems. Consequently, realistic
and innovative use cases have to be created as well as adapted evaluation methodologies. While
allowing the evaluation of speech synthesis systems, such use cases are also valuable to assess
expressiveness annotation techniques, for instance emotion classification techniques.

In all described topics, the question of expressiveness across languages is underlying. Even if
this question is not considered as a central problematic, we will try to develop generic methods
applicable to several languages. A first step towards this goal is to work on both French and
English.

5.4 Application areas

Expressiveness tends to make users accept T'TS outputs by producing less impersonal speech.
Thus, it plays a fundamental role in a large number of concrete applications. Among all applica-
tions, we can mention:

e High-quality audiobook generation;
e Online learning and in particular autonomous language learning;

e Device personalization for disabled people, for whom expressive voice creation is an impor-
tant need;

e Video games.

More precisely, and to generalize the application potential, the applications of expressive
speech rely on the three following applicative functionalities:

e Speaker characterization and voice personalization: models that can be adapted to a speaker
thus taking into account its mood, personality or origins. Complete process of voice creation
taking into account personalization of voice.

e Linguistic corpus design and corpus creation process: this application domain covers both
the design of recording scripts and restriction of audio corpora to address specific tasks.

e High-quality multimedia content generation: this application is really meaningful in the
framework of speech synthesis as it needs a fine control of expressiveness in order to keep
user’s attention.
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5.5 Key expected results

e Models of expressiveness in speech both for detection and generation.

High-quality expressive speech generation with applications to multimedia content genera-
tion.

e Massive corpus construction from heterogeneous data: enabling to filter out uninteresting
data (for example, in presence of noise, remove tainted parts).

Algorithms and methodologies to process large collections of heterogeneous data.

6 Expressiveness in textual data

The usage of textual data is dramatically growing: indeed, individuals and organizations commu-
nicate and express themselves by using texts, often through Internet both publicly and privately.
Textual data may be fully unstructured (a free text) or may be found inside predefined struc-
tures (such as web pages, standardized reports, semi-formal models). In the context this research
project, textual data may also be considered as transcripts of gesture and speech scenarios. The
main research objective is to be able to identify, characterize, and transfer expressiveness in texts.
In the case of textual data, the definition of expressiveness provided in Section 2 can be made
more precise: expressiveness is defined as any variation in text that, while keeping the content se-
mantics, conveys other types of interesting and meaningful information such as style, morphology,
and so on. This more specific definition, using a more adapted terminology, is consistent with Fig-
ure 3.1 (section 3.1, page 5) where “neutral content” is here meant as the “semantic content” and
“expressive content” as “other types of interesting and meaningful information”. Expressiveness,
as defined above, is quite important for at least two key aspects:

1. Deriving, inferring and extracting implicit information;

2. Characterizing concrete ways for expressing the same semantic content with variations (style,
sentiments, etc.)

We consider that for achieving the main research objective, the text axis needs to be based on
text acquisition, text mining, and knowledge generation. Text acquisition is required to enrich
texts for better specifying both the content semantics and any additional, possibly hidden or
contextual, information. Text mining is required for finding, possibly targeted, information within
one or several texts. Finally, knowledge generation is required for structuring content semantics
and meaning of other types of information for further usage. This further usage generically
refers to design and implement computer-based systems facilitating several activities performed
by individuals. For instance, (i) making easier, quicker and reliable any choice based on textual
data (ii) making explicit hidden information conveyed by textual data and, as a consequence, (iii)
enabling understanding of individuals’ behaviours, ideas and so on, (iv) making computer-based
systems more efficient and effective on the base of available textual data, and finally (v) supporting
individuals in following what textual data implicitly suggest. Additionally, in the context of this
research project, further usages can be pointed for improving systems supporting gesture and
speech scenarios, as mentioned at the beginning of this section.

Accordingly, all the three topics needs to be studied to implement the definition of expressive-
ness. This section first describes the scientific background and challenges of text acquisition, text
mining, and knowledge generation. Then, detailed research topics and main outcomes are given.
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6.1 Scientific background and challenges

We develop in the following the scientific background along with the related challenges and mutual
interactions.

Textual data acquisition and filtering: The first step in order to deal with textual data is the
acquisition process and filtering. Raw textual data can be automatically or manually obtained, and
need some processes like filtering to be mined. One of this process is the task of corpora annotation.
Manually annotated corpora are a key resource for natural language processing. They are essential
for machine learning techniques and they are also used as references for system evaluations. The
question of data reliability is of first importance to assess the quality of manually annotated
corpora. The interest for such enriched language resources has reached domains (semantics,
pragmatics, affective computing) where the annotation process is highly affected by the coders
subjectivity. The reliability of the resulting annotations must be trusted by measures that assess
the inter-coders agreement. Currently, the k-statistic is a prevailing standard but critical work
show its limitations [AP08| and alternative measures of reliability have been proposed [Kri04].
We conduct some experimental studies to investigate the factors of influence that should affect
reliability estimation. This challenge deals with the general challenge C1.

Text mining: Due to the explosion of available textual data, text mining and information ex-
traction (IE) from texts have become important topics in recent years. Text mining is particularly
adapted to identify expressiveness in textual data. For instance, tasks like sentiment analysis or
opinion mining allow to identify expressiveness. Several kinds of techniques have been developed
to mine textual data. Sequential pattern extraction aims at discovering frequent sub-sequences
in large sequence databases. Two important paradigms are proposed to reduce the important
number of patterns: using constraints and condensed representations. Constraints allow a user to
focus on the most promising knowledge by reducing the number of extracted patterns to those of
potential interest. There are now generic approaches to discover patterns and sequential patterns
under constraints (e.g., [NLHP98; PHW02; PHWO07; Bon04]). Constraint-based pattern mining
challenges two major problems in pattern mining: effectiveness and efficiency. Because the set
of frequent sequential patterns can be very large, a complementary method is to use condensed
representations. Condensed representations, such as closed sequential patterns [YHA03; WHO04],
have been proposed in order to eliminate redundancy without loss of information.

The main challenge in sequential pattern extraction is to be able to combine constraints and
condensed representations as in itemsets paradigm which can be useful in many tasks as to analyze
gesture and speech captured data.This challenge spans over the general challenges C1 and C3.

Knowledge generation: Knowledge generation consists in organizing the information which
can be manually or automatically extracted from texts and in representing it a compact way. This
representation can vary according to the adopted abstraction level. When studying texts as se-
quences of words, this representation can be referred to as a language model, while knowledge will
rather be represented as ontologies when considering more abstract, higher level, views of texts.
Language models aims at deriving and weighted short linguistic rules from texts, typically
using statistical approaches, in order to approximate their shallow structure. These rules are useful
to compare texts [SC99| or to help applications in choosing the most likely utterances among a
large set of candidates. For instance, language models are used in machine translation [MBC+-06],
paraphrase generation [QBDO04] or ASR [RJ93| to ensure against ungrammatical output texts.
The most widely spread language modeling technique is the n-gram approach [Jel76], but major
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Figure 2: Possible interactions within the text axis.

advances have been achieved recently, leading to outperform this venerable approach. Especially,
methods based on neural networks exhibit very good performances [SG02; BDVJ03; MKB+10;
MDK+11; Mik12]. As these models are still new, they need to be further studied and extended.
In the scope of the team EXPRESSION, these models should be used to model expressive texts.

Second, ontologies are a tool enabling explicit and precise representation of information and
knowledge about concepts and relationships hidden in available texts. Indeed, textual data pro-
vide samples of concepts and relationships (such as words 'my car...’ as example of a possible
concept 'car’), as well as references to concepts and relationships (such as word ’car’ as reference
to a possible concept 'mean of transport’ or just to ’car’). Finding those concepts and relation-
ships is a prerequisite to further enrich earlier ontology versions by adding new artefacts (for
instance, new axioms), not (necessarily) provided in available texts. However, as also recently
highlighted [Gan13|, despite the work performed, there is still the need to understand much better
how to bridge the gap between; on the one side, techniques usable for processing and analyzing
texts and, on the other side, information for filling in ontology content (basically concepts, rela-
tionships, axioms). Understanding foundations leads to automation improvement and therefore
reduction of the required human effort for extracting valuable ontologies.

Hence, a major challenge for the team is to propose solutions to integrate textual expressive in-
formation into these knowledge representations. This challenge is part of the general challenge C3.

Interaction between acquisition, mining, and knowledge generation: A key important
point concerns interactions between the three aforementioned domains. Interactions are required
to improve, by reusing methods and techniques proper to each of them, solutions proposed for
solving indiviual challenges. Therefore, interactions should be elicited, planned and coordinated
as part of the research activity. Figure 2 shows possible interactions (arrows in the figure) between
the text processing domains of interest. For instance, some concrete examples of these interactions
are:

e Text mining can be helpful for early steps of knowledge generation by highlighting interesting
segments and phenonema to be studied in texts; similarly, generated knowledge can be
helpful for constraining text mining;

e Ountology learning (a task of knowledge generation) Knowledge representations can be im-
proved by using mined patterns in order to generate semantic relations, concepts and in-
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stances within an ontology or a statistical model;

e Knowledge generation is needed to characterize the content semantics; annotations, re-
sulting from text acquisition, are required to introduce additional information for further
characterizing variations according to any knowledge generation process.

Bringing interoperability between proposed methods and developing such interactions is one of
the challenges of the text research axis and contributes to the general challenge C2.

6.2 Research topics

Many research topics exist in order to deal with expression in textual data. In particular, we
focus on the four following topics.

Corpus annotation: Currently, annotated corpora are needed to evaluate a system of multi-
document summarization, which uses a similarity measure between sentences as a preliminary
task. We are conducting multi-coders annotations for which subjectivity of the coders is high:
measuring the similarity of pairs of sentences and measuring the informative power of sentences.
These experiments extend and increase our investigations of annotated data reliability. This
research is conducted with the LI team of University of Orleans-Tours. It is currently a work
in progress. We plan to extend all these experiments with simulated synthetic data to char-
acterize precisely the relations between absolute reliability measures and expected confidence
in the reference annotation. This work is part of the research focuses RF1 (data acquisition)
and RF5 (use cases and evaluation) of the team.

Sequential pattern mining: We focus on the use of sequential patterns with textual doc-
uments (RF3 of the team). Sequential patterns can be useful in many tasks like log analysis,
recommendation, event detection, stylistic analysis. In former work, we have focused on the use
of sequential patterns on biomedical tasks [BCC+12] and geographical data [AB14]. We also
work on approaches using sequential patterns in order to identify expressiveness as appositive
qualifying phrases [BCCC12|. All these work are based on algorithms allowing to extract sequen-
tial patterns with multiple kinds of constraints like numeric or linguistic constraints. However,
many challenges still exist in sequential patterns extraction in order to 1) reduce the number of
extracted patterns and 2) to improve the quality of extracted patterns. We particularly focus on
this problematic by working on the development of an algorithm of sequential patterns extraction
under constraints having an exact condensed representation. Other works are still in progress like
using techniques of formal concept analysis and recovery measures to select relevant patterns, or
also using clustering. Another research that we plan to focus on is the adaptation of graph mining
algorithms, like the well known GSPAN [YHO02| and GASTON [05] algorithms, to the specific
case of textual data. Indeed, existing algorithms in the literature currently deal with generic
graphs and are not adapted to textual data. We particularly focus on oriented graphs in order
to mine dependency trees allowing to have more complex and informative patterns as sequential
patterns give. Finally, we focus on named entity recognition by combination of linguistic and
statistical (SVM) methods. The same approaches were tested to characterize expressiveness of
parenthetical segments (that is texts between parentheses). This research topic contributes to the
general research focus RF3 (knowledge extraction).
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Language modeling with multilevel information: Textual utterances can be represented at
many different but interconnected levels, for instance through morphosyntactic, syntactic, seman-
tic, and lexical information. Such a rich and diverse representation is particularly needed to study
expressiveness. Hence, processing expressive texts for a given application often requires not only
to figure out a sequence of words but more effectively to represent and combine many features.
An important research topic towards the modeling of expressive texts is thus the development
of multilevel information language models, and particularly statistical models. Recent language
modeling paradigms based on neural networks will especially be studied, as work on these models
has already been engaged previously in the context of ASR [LM12]. On the one hand, this re-
search topic seeks to enable automatic text generation with expressiveness constraints, the latter
coming either from linguists of from various automatically extracted linguistic patterns. This
research topic shares some issues with the field of machine translation and paraphrase genera-
tion. On the other hand, language models including features of expressiveness are also a step
towards similarity measures between expressive texts. As such, this research topic contributes to
many global research focuses, namely the research focuses RF2, RF3, RF4 and RF5 (multi-level
representations, knowledge extraction, generation, and use cases and evaluation).

Ontology building and improvement: To bridge the gap between (i) techniques usable for
processing and analyzing texts and (ii) information for filling in ontology contents (basically:
concepts, relations and axioms), we have undertaken an approach integrating two distinct per-
spectives:

e improving the quality of textual data for the purpose of ontology building (or learning) and

e improving generated ontologies by detecting and possibly solving known problems and de-
fects in them.

While the first perspective is clearly related to incoming data and their quality, the last point is re-
lated to the general problem of “ontology quality and ontology quality improvement”. Within the
approach, two main ways can be followed for generating an ontology. According to the first way,
ontology building is manually performed by human starting from available high quality texts.
However, a predefined meta-ontology framework constraints humans whenever they introduce
concepts and relationships [HBO12; OBHM12|. According to the second way, existing tools for
automatically or semi-automatically building ontologies from texts are analyzed, compared and
selected according to their “performance” within a test-bed platform [GHBK13; GBHK12]; then,
possible problems and improvements of resulting ontologies are investigated (some preliminary re-
sults can be found in [CHB13]). An additional third way has been experimented in the case of tex-
tual data used for building ontologies concerning human competencies. This third way combines
both a meta-ontological framework (specifically designed for the context of human competencies
and required to precisely define what is expected as ontology content) and tools for extracting in-
formation and knowledge from texts (required to identify individuals, competencies and other con-
tents, as available in texts concerning activities performed by those individuals, e.g. CV and other
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textual resources) [BDHS11|. Performed experiments put in evidence several weak points, intro-
ducing errors in resulting ontologies. Two weak points can be mentioned: the general applicability
to any type of text and identification of known relationships. These two points will be subjected to
further research in the context of the EXPRESSION research project. This work on ontologies takes
place in the research focuses RF3 (knowledge extraction) and RF5 (use cases and evaluation).

6.3 Application areas

Significant application domains are given below.

e Under-resourced language analysis will be made possible for instance by developping new
tools (like POS Tagger, syntactic parser) for unusual languages (as Latin or Sanskrit), based
on sequential pattern extraction.

e Video games, plagiarism detection, recommender system are instances of applications where
extraction and transfer of different expressive forms within textual data (like language reg-
istry or state of mind) using patterns or rules will be very useful.

e Opinion mining and sentiment analysis will benefit from new corpora of French emotional
norms, i.e. dictionaries which give the polarity of each entry. Building such resources is very
expensive and automatic processes have to be tested to extend manually built norms [VB11].

e Human-machine dialogue systems (potentially including TTS) will be improved by inte-
grating expressive models and features, enabling for instance text modulation in order to fit
users’ profiles.

e Information retrieval and automatic summarization systems are applications where semi-
automatically built ontologies will provide a better understanding of texts.

6.4 Key expected results

e Produce a new efficient algorithm to extract sequential patterns with condensed represen-
tation and constraints, which can be more efficient to deal with important data sets.

e Develop a prototype to extract and transfer different forms of expressive specificities.
e Build a model of pattern with important level of granularity for opinion mining.

e Integrate expressive features and multiple information levels in language models and develop
expressive language models.

e Improve the quality of automatically built ontologies from texts.

7 Main expected outcomes and synergies between modalities

The synergies between the three modalities and the main expected outcomes are mainly relying
on methodology, framework and platform factoring as depicted in Figure 4 and detailed below.
Furthermore, the whole is expected to be more than the sum of its parts: Namely the knowledge
we build from the study of one media is expected to be useful to the characterization of the
phenomenology that we may face in other modalities.
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Characterization of expressiveness for the three modalities gesture, text, and speech:
One of the main expected results is somehow a sufficient qualitative and quantitative under-
standing of what makes expressiveness in these modalities in order to reproduce or mimic it.
Comparing the way expressiveness is “encoded” into these three medias will be a very valuable
outcome allowing some cross-domain applications and leading to open original or unexpected
research directions.

Methodologies factoring: All the three domains addressed by this research project share com-
mon methods. For example, gesture synthesis and speech synthesis rely on identical key elements
such as pattern selection and concatenation. We believe that the study of sequential patterns
at numerical and symbolic levels will bring relevant highlights for the three considered medias.
We think that other methods, in particular data driven methodologies and associated machine
learning approaches, ontology modeling, evaluation protocols (quantitative and perceptual), etc.,
may be translated from one domain to another and thus provide benefits to the whole community.

Integration of new expressive descriptors and models in the generation processes: By
understanding how expressiveness works, we will be able to propose a set of features to describe
it, and develop models to explicitly control the generated output, whether it is gesture or speech,
or even text if we are able to consider paraphrasing under expressiveness constraints.

Development of common frameworks and platforms: Both for corpora annotation and for
evaluation purposes, the development of platforms is necessary. Considering the nature of manip-
ulated data, we think possible to develop common frameworks (for multi-level data representation,
indexing and retrieval, and modeling) or platforms (e.g., for subjective evaluation).

8 Positioning

In this section, the EXPRESSION team is positioned into its national and international commu-
nities. Then, the originality of the EXPRESSION team within IRISA lab. is also given before
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detailing the strategy to make the team visible in its various related communities.

8.1 National and international related teams and laboratories

We briefly report the main national and international teams whose activities are highly correlated
to the research program proposed by the EXPRESSION team. A larger list of potentially competing
or complementary teams (although less focused on the research axis targeted by EXPRESSION )
is proposed in the appendix. However, we stress that the proposed list of teams and lab. is not
exhaustive, as the fields related to our research are varied and numerous.

Expressive gesture

For the past decades, there has been a growing interest in Embodied Conversational Agents
(ECAS) to be used as a new type of human-machine interface. These agents are virtual characters
with human-like appearance and skills, which can communicate with a user, combining both ver-
bal and non verbal behaviors, with information flows including spoken language, facial movements
(facial expression, gaze direction, etc.), hand gestures, and body movements. Several teams have
conducted studies to represent and model emotional expressive agents. The LTCI Lab. (Télécom
ParisTech) has been developing for several years an interactive embodied conversational agent
(ECA) platform in order to make human computer interactions more believable, taking into ac-
count social and emotional behaviors. In this line of research, the Sociable Agents Group (Center
of Excellence Cognitive Interaction Technology — Bielefeld University — Faculty of Technology)
studies the coordination and adaptation of the virtual agent’s behavior with the user’s one, ac-
cording to social attitudes and contexts. Using 3D virtual agents in interactive situations, the
group Cognition, Perception, and Usages of the Laboratoire d’Informatique pour la Mécanique
et les Sciences de l’Ingénieur (LIMSI) studies the role of human bodily postures in interactive
situations to characterize expressions of emotions. The team IHSEV (virtual human axis) (Lab-
STICC) also focuses on interaction between human and artificial systems. Other groups conduct
researches in the domain of affective computing at MIT (http://affect.media.mit.edu/), combin-
ing computer science with other domains (psychology, cognitive science, neuroscience, sociology,
etc.), or focus on autonomous synthetic characters, with interests in affective computing, inter-
active narrative and human-robot interaction (Ruth Aylett, Heriot-Watt University, Edinburgh,
UK). Most of the time, the former approaches use explicit behavioral models, whether based on
cognitive theories, communication functions, or linguistic models, and are especially interested
in analyzing the interaction between real and virtual human for different goals and applications
(dealing for example with rehabilitation, social training, or performative arts). We are not directly
interested by explicit behavioral approaches, but we study more deeply gesture models, without
dissociating analysis from synthesis and coupling low level to high level models. Hence, the main
goal is to extract knowledge from data, both at low levels, using statistical and machine learning
models, and at high levels, linking continuous signals to annotated or linguistic patterns.

Recent research in the use of 3D virtual human characters supports sign linguistics research,
providing a potential target for symbolic translation of sign languages, animation of sign language
using avatars, and usability evaluation of practical translation and animation systems. Three suc-
cessful international workshops, held in Berlin, Dundee, and Chicago, brought together researchers
in this emerging field. Among the involved teams we can cite: Athena RC, Institute Language
and Speech Processing (Greece); University of Hamburg, Institute of German Sign Language and
Communication of the Deaf (Germany); University of East Anglia, School of Computing Sciences
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(UK); Rochester Institute of Technology (RIT), City University of New York (US); LIMSI-CNRS
(Sign Language Processing Team, France); IRIT (Image processing and sign language research,
France); DePaul University, Chicago (US); Embodied Agents research group at the DFKI (Ger-
man Research Center for Artificial Intelligence, Saarbruck, Germany).

In computer animation domain, many research teams are also interested by analysis / synthe-
sis methods to automatically animate virtual characters. These approaches may consider style in
motion generation, thus leading to more realistic motion, but most of the time there is no linguistic
dimension in the models. However, there is a growing interest towards this type of concern, as in
the Multimodal Computing and Interaction group in Saarland University who proposes automatic
multimodal annotations, and thus takes into account spatial and temporal variations present in
semantically related motions.

Other connected research domains, especially those dealing with computer music and per-
forming arts have progressively integrated the expressive gestural component in the design of
interactive multimodal human-computer interfaces. For example the Input Devices and Music
Interaction Lab. (IDMIL) at McGill University, with whom we have worked since 2006, deals
with research related to the design of musical instruments and interfaces for musical expression,
movement data collection and analysis, sensor development, and gestural control. Also connected
to expressive gesture, the IMTR team at Ircam which conducts research on gesture analysis and
modeling for real-time musical interactions, and the InfoMus Lab (CASA Paganini) at University
of Genova which carries out research on computational models of non-verbal expressive and social
behaviors.

Expressive speech

Although a large number of research groups are working on text-to-speech synthesis, less are
focused on expressivity in speech. Considering the quite high quality of synthesized speech, the
main interest for the speech community is now to understand what makes expressivity and how
to reproduce it.

Several teams work on the generation of prosody from phonological and linguistic content,
specifically targeted to the speech synthesis domain, such as the Laboratoire de Linguistique
Formelle (LLF) with the work of Elisabeth Delais-Roussarie on prosodic interfaces, prosodic
phonology. On this subject, we share common interests in understanding how speech synthesis
can be improved toward the generation of expressive contents with a high control on prosody.
The Laboratoire de Phonétique et Phonologie (LPP) also works on related domains with a focus
on corpora construction for speech recognition and synthesis with natural language processing
approaches. In particular, these teams do not consider the whole processing chain from text to
acoustic for expressive speech generation.

Other teams, such as the Sound Analysis and Synthesis group at IRCAM, are more interested
in the acoustic processing part. Thus, this team works on sound analysis, transformation, and
synthesis of sound signals, mainly for musicians. However, their work can be applied to related
domain such as video games and virtual reality. They also work on expressive speech synthesis
with recent publications on this subject, using classical text-to-speech frameworks like HT'S.

Moreover, at LORIA, the PAROLE team works on spoken communication and covers a wide
spectrum of domains, notably, speech recognition and synthesis, speech analysis or articulatory
modeling. One specificity of this team is their know-how in the field of articulatory speech syn-
thesis as well as in multimodal speech processing. At the LIG, in Grenoble, the team GETALP
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principally works on automatic speech transcription and translation, under-resourced languages
processing, speech and interactions in noisy environments analysis and processing, social affects
modeling. For this last point, the work conducted by Véronique Aubergé on the prosody of atti-
tudes or emotions is of particular interest. Complementary to these topics, the audio and acoustic
group of the LIMSI also works on expressive prosody trying to understand what parameters are
used to encode expressivity in speech. Moreover, speech synthesis is also addressed by this team,
considering mainly the acoustic signal processing, modeling and perception for the expressive
aspects of voice.

At the international level, several teams work either directly on expressive TTS or on related
domains such as affective computing. Using a corpus-based approach, AT&T Research, New Jer-
sey, USA, produces high-quality voices for English. Moreover, the Centre for Speech Technology
Research (CSTR), Edinburgh, UK, notably works on speech synthesis mainly using statistical
approaches. Recently, they engaged a work on synthesis using deep architectures for statistical
synthesis.

Concerning emotions representation, we can mention the Signal Analysis and Interpretation
Lab, University of Southern California, Los Angeles, USA and the Technical University of Madrid,
Department of Electronic Engineering who work on the subject. In particular, the former is
interested in the creation of emotion profiles and the perception of affective/emotional states
while the latter focuses on emotional speech synthesis.

Finally, another important research center is the Toshiba Cambridge Research Laboratory, UK
who is working on expressive synthesized speech using HTS and also deep neural networks. They
conduct research on acoustic factorisation in order to control separately speaker characteristics
and language.

Considering this academic research environment, some potential partners can be identified
either sharing common topics, such as CSTR, LORIA, TCTS Lab, or IRCAM, or working on
complementary fields. For instance, collaborating with LLF or the LIG on the fine control of
prosody adapted to expressivity or with the LPP on higher levels of the speech synthesis process,
as pronunciation modeling or more generally linguistic content adaptation, is to be considered.

The industrial environment is also important with some major companies like Acapela, Ivona,
Loquendo, and Voxygen. These companies work on TTS including expressive and emotional
aspects. On a methodological point of view, the current trend is to use multi-expressive voices by
the aggregation of several expressive corpora, each dedicated to one particular kind of expressivity.
In our opinion, such approaches mainly rely on a costly annotation of dedicated corpora which
we can try to relax.

In this global picture, speech activities of the EXPRESSION team are original as they are
positioned at the frontier between signal processing and formal linguistics. Second, few teams
have a strong expertise on French, both with unit selection and parametric approaches. Finally,
the synergy with gesture and text modalities is unique to our knowledge. This should clearly
push forward research by introducing new solutions and tools to speech-related problems, and
innovation by enabling new multimodal applications.

Expressive text

According to Section 6, expressiveness in textual data is a complex multifaceted process, jointly
employing theories, methods and techniques developed in the three scientific pillars: text min-
ing, knowledge modeling and text data acquisition. Therefore, for positioning, both nationally
and internationally, the research activity undertaken within the "text" axis, only research teams
adopting a similar joint research strategy have been shortly introduced in the remainder. Other
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remarkable teams are simply mentioned.

Regarding the national context, the team Représentation des Connaissances et Langage Na-
turel (RCLN) of the Laboratoire d’Informatique de Paris-Nord (LIPN) mainly deals with compu-
tational linguistic problems and focuses on key problems like pattern extraction, dynamic semantic
annotation, and the speech-syntax integration. These problems are eventually close to problems
mentioned in Section 6, driving some of our research activities. At LIMSI, the NLP group works
on the development and evaluation of NLP systems, on information extraction from texts (specif-
ically patterns, syntactic parser, etc.), and on specific facets of expressiveness (such as opinion
mining and sentiment analysis). Other national teams can also be mentioned even though their
research strategies are loosely related to expressiveness (in textual data); they are: TALN team
(LINA), MELODI team (IRIT), LaTTiCe, ORPAILLEUR team (LORIA).

In an international perspective, Bristol Centre for Linguistics at University of the West of
England is specialized in lexical analysis, analysis of intentional lexical irregularities, linguistic
approach for building patterns. The Laboratory for Applied Ontology part of ISTC-CNR, deals
with ontological foundations of conceptual modeling, knowledge representation, knowledge engi-
neering, natural language processing, semantic web, and so on. Finally, an important research
centre focusing on pattern extraction and data-mining is the Data Mining Research Group at the
University of Illinois.

Furthermore, we are observing quite recent initiatives putting in evidence the interest of the
joint research strategy founding the scientific base of the "text" axis. Among other, the Language
Technologies Institute (LTI)? at Carnegie Mellon University is producing a striking effort in this
direction.

8.2 Related teams at IRISA

Within the IRISA ecosystem, the proposed project is positioned inside the Media and Interaction
Department (MID, Dpt.6). It addresses an area of research which is complementary to the ones
covered by the MIMETIC (realistic virtual human modelization and design), LINKMEDIA (mul-
timedia linked distributed data information processing and retrieval) and INTUIDOC (analysis,
recognition, interpretation of digitized documents, and man-document interaction) teams, all of
them also part of the MID department.

e Compared to MIMETIC which mainly addresses sport movement and does not cover the
language dimension conveyed by gesture, nor the expressive quality of gesture, EXPRES-
SION focuses on the characterization, synthesis and recognition of expressive gestures, with
original applications that target the processing of sign languages and performing art ges-
tures.

e Compared to LINKMEDIA which focuses on the characterization and retrieval of multime-
dia linked data within a big data context, EXPRESSION does not address the potentially
linked (social) or big nature of speech, text and gesture data. Complementarily, EXPRES-
SION addresses the generative process of expressive speech, textual, and gestural data,
which is not dealt with by LINKMEDIA.

e Compared to INTUIDOC whose activity is centered on the writing communication and the
engineering of written documents, mainly exploiting the text and gesture media, the object
of study for EXPRESSION is rather the characterization and exploitation of expressiveness
in speech, text and gesture data, namely in synthesis, recognition or mining tasks.

Shttps://1ti.cs.cmu.edu/.
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8.3 Strategy to develop visibility and impact

The team will essentially target main conferences and journal for each of the addressed modalities
while also publishing in conferences and journals mixing together the different modalities. Top
ranked journals will be targeted to disseminate major transverse results, particularly theoretical
and methodological results, but also innovative applications. Table 1 highlights the most impor-
tant places where the team will publish. For each conference and journal, a very brief description
is given and the level of importance is given for each modality.

In addition, the team will make available to the research community resources (e.g. corpora,
benchmarks), dedicated codes and software to improve its impact. Furthermore, the participation
to collaborative research projects at national and international levels will be encouraged as a factor
of visibility.

9 Team experience

This section lists our on-going projects and collaborations, as well as the software developed by
the team and internally available technical facilities.

9.1 National on-going projects

e Programme Investissements d’Avenir (Usages, services et contenus innovants) : 2012-2014

— SIGN3D
— Partners: Mocaplab, Websourd, IRISA
— Subject: Editing motion in French sign language using high definition gesture databases

— Summary: The Sign3D project aims at creating a range of innovative tools for the
recording and the editing of captured motion of French Sign Language (LSF) content.
The challenge is to design a complete workflow from the movement capture (including
body and hand movements, facial expressions and gaze direction) to the restitution
using concatenate synthesis applied on a 3D virtual signer.

— http://sign3d.websourd.org/
— UBS Participants: Ludovic Hamon (post-doctorate), Sylvie Gibet
— 160 k€ + Pole Images & Réseaux

e ANR project CONTINT: 2012-2016 (Coordinator: Pierre de Loor, LabSTICC)

— INGREDIBLE

— Partners: LabSTICC, LIMSI-CNRS, IRISA, Virtualys, Final users (DEREZO, Brest;
STAPS lab., Orsay)

— Subject: Analysis and synthesis of expressive gestures in interactive theatrical scenarios
by machine learning methods.

— Summary: The goal of the INGREDIBLE project is to propose a set of scientific
innovations in the domain of human/virtual agent interaction. The project aims to
model and animate an autonomous virtual character whose bodily affective behavior
is linked to the behavior of a human actor.

— UBS Participants: Pamela Carrenio, Sylvie Gibet, Pierre-Frangois Marteau, Ludovic
Hamon, Caroline Larboulette
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’ Name \ Association \ Gesture Speech Text ‘
’ Journals ‘
Computer speech and language ISCA + +++ ++
Pattern analysis and applications Springer ++ + ++

Pattern recognition Elsevier +++

Signal processing letters IEEE ++ +++

Transactions on affective computing IEEE ++ ++ ++

Transactions on audio, speech, language processing IEEE/ACM +++ ++

Transactions on neural networks and learning systems IEEE +++ ++ ++

Transactions on pattern analysis and machine intelli- IEEE +++ ++ ++

gence

Universal Access in the Information Society Springer ++ + +

Computational Linguistics MIT Press/ACL + ++ +++

ACM Transactions on Interactive Intelligent Systems ACM ++ ++ ++

Computer Animation and Virtual Worlds Wiley +++ +

Journal on Multimodal User Interfaces Springer ++ +4 ++

Transactions on Knowledge and Data Engineering IEEE ++
’ Conferences and workshops

ACL: Meeting of the Association for Computational Lin- ACL ++ +++

guistics

ACM Symposium on Applied Perception ACM ++ ++

AMFG Analysis and Modeling of Faces and Gestures IEEE +++ +

CASA: Computer Animation and Social Agents ? +++ + ++

EMNLP: Conference on Empirical Methods in Natural ACL ++ +++

Language Processing

Expressive ACM 4+ ++ ++

Humanoids IEEE 4+ +

ICASSP: International Conference on Acoustics, Speech IEEE + +++

and Signal Processing

ICDM: International Conference on Data Mining IEEE ++

ICMI: International Conference on Multimodal Interac- ACM +4 ++ ++

tion

ISWC: International Semantic Web Conference Springer +++

IVA: Intelligent Virtual Agent: mixing modalities Springer +++ ++ ++

(speech, gesture, text)

International Society for Gesture Studies ISGS 4+

Interspeech ISCA +++ -+

LREC: Language Resources and Evaluation Conference ELRA ++ ++ ++

MIG: Motion in Games Springer ++

SIGKDD: International Conference on Knowledge dis- ACM ++

covery and data mining

SSW: Speech synthesis workshop ISCA +++

TSD: Text speech and dialogue ISCA ++ ++

Table 1: List of the main journals and conferences for the team EXPRESSION.
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— 160 k€ + Pole Images & Réseaux
— PhD : Pamela Carrefio (a partir de 01/10/2012)

e ANR project Phorevox: 2012-2014 (Coordinator: Damien Lolive, IRISA)
— Partners: IRISA, LLF, CREAD, Zeugmo, Voxygen

— Subject: Creation of dynamically generated contents relying on vocal synthesis to
support the development of written skills

— Summary: Technological solutions for language learning, and specifically for french,
are almost restrained to exercises relying on writing skills (QCM, word input or pic-
tograms). We believe that oral interaction can help students or pupils improve their
writing skills. Educational exercises, which cover several language acquisition phases
are proposed, namely from phonological acquisition to more traditional exercises such
as word or sentence dictations and word segmentation. All of them target the acquisi-
tion of skills necessary to free text production. To achieve this goal, five groundbreaking
research areas are explored: build high quality synthesized voices, define exercices us-
able to work on specific linguistic skills, propose a exercise vocalization tool on a web
platform enable to gather students’ answers, conceive a skills profiling tool and propose
an automatic exercise generation mechanism using the student profile.

— URI1 Participants: Nelly Barbot, Jonathan Chevelu (post-doctorate), Damien Lolive
— 140k€ + Pole Images & Réseaux

e ANR project Hybride: 2011-2015 (Coordinator: Yannick Toussaint, INRIA /LORIA)

— Subject: The Hybride Research Project aims at developing new methods and tools for
supporting knowledge discovery from textual data by combining methods from Natural
Language Processing (NLP) and Knowledge Discovery in Databases (KDD).

— Participants: INRIA/LORIA, GREYC, MoDyCo, Inserm
— IRISA is associated to the GREYC in this project

e CNRS MASTODONS project ANIMITEX: 2013-2015 (Coordinator: Mathieu Roche, Cirad/TETIS)

— Subject: The ANIMITEX Project aims is to exploit the massive and heterogeneous
textual data to provide crucial information in order to complete the analysis of satellite
images.

— Participants: LIRMM, TETIS, ICUBE, GREYC, LIUPPA
— IRISA is associated to the GREYC in this project

9.2 International on-going projects
e Collaboration with IDMIL-CIRMMT, University of McGill, Montréal (Canada):

— PhD + postdoctorate (2006-2010);

— PhD (50% McGill, 50% ARED) started in October 2012: Sketched-based gesture in-
teraction for data-driven musical sound control (Lei Chen)

e Collaboration with Gallaudet University, Washington, USA (PhD Kyle Duarte defended in
June 2012)
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9.3 Industrial cooperation
e Mocap Lab: motion capture (project SIGN3D)
e Websourd: sign language usages and evaluation (project SIGN3D)

e Thales (Optronic, TOSA): gesture recognition for control/command of robotized vehicle
(CIFRE funded program)

e Virtualys: integrated Platform (project INGREDIBLE)

e Voxygen: Speech synthesis (ANR project Phorevox)

9.4 Defended PhDs
Guiyao Ke. Mesures de comparabilité pour la construction assistée de corpus comparables

bilingues thématiques. informatique. Université de Bretagne Sud, Feb. 2014. French

Thibaut Le Naour. Utilisation des relations spatiales pour ’analyse et 1’édition de mouvement
informatique. Université de Bretagne Sud, Dec. 2013. French

Sébastien Le Maguer. Evaluation expérimentale d’'un systéme statistique de synthése de la
parole, HTS, pour la langue frangaise. Université de Rennes 1, Jul. 2013. French

Kyle Duarte. Motion Capture and Avatars as Portals for Analyzing the Linguistic Structure
of Signed Languages. Université de Bretagne Sud, Jun. 2012. English

Muhammad Fuad M. M. Similarity Search in High-dimensional Spaces with Applications to
Time Series Data Mining and Information Retrieval, Université de Bretagne Sud, Feb. 2011.
French

Charly Awad. Indexation et Interrogation de Bases de Données de Mouvement pour I’Animation
d’Humanoides Virtuels. Université de Bretagne Sud, Feb. 2011. English

Larbi Mesbahi. Transformation automatique de la parole : étude des transformations acous-
tiques. Université de Rennes 1, 2010. French

Alexandre Bouénard. Synthesis of Music Performances: Virtual Character Animation as a
Controller of Sound Synthesis. Université de Bretagne Sud, Dec. 2009. English

9.5 Software
Unit selection speech synthesis engine

For research purposes we developed a whole text-to-speech system designed to be flexible. The
system, implemented in C++, intensively uses templates and inheritance, thus providing the
following benefits:

e the algorithm used for unit selection can be easily changed. For instance, we implemented
both A* and Beam-search simply by using subclassing and without changing the heart of
the system.
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e cost functions can also be changed the same way which provides a simple way to experiment
new functions.

Moreover the system implements state of the art technique to achieve good performance while
manipulating large speech corpora such as hash tables and pre-selection filters [CBSP00]. To
achieve this, each phone in the corpus is given a binary key which enables A* to take or reject
the unit. Thus, the key contains phonetic, linguistic and prosodic information. Binary masks are
used to get access only to the desired information during runtime. The engine has been published
in |GL14a] and |[GL14b].

Library and toolkit Roots

RooTs, stemming for Rich Object Oriented Transcription System, is an open source toolkit
dedicated to annotated sequential data generation, management and processing, especially in the
field of speech and language processing. It works as a consistent middleware between dedicated
data processing or annotation tools by offering a consistent view of various annotation levels
and synchronizing them. Doing so, ROOTS ensures a clear separation between description and
treatment. In practice, the toolkit is made of a core library and of a collection of utility scripts.
All functionalities are accessible through a rich API either in C++ or in Perl.

Theoretical aspects of multilevel annotation synchronization have previously been published
in [BBB+11| while a prototype had been presented and applied to an audiobook annotation task
in [BCLL12]. More recently, ROOTS has been registered through the Program Protection Agency
(Agence pour la Protection des Programmes, APP) and publicly released under the terms of LGLP
licence on http://roots-toolkit.gforge.inria.fr. A paper has been published in the main
international language resource conference to let the community know about this release [CLL14].

ROOTS is now in use in most of the software developed for speech processing, namely the
corpus-based speech synthesizer, corpus generation/analysis tools or the phonetizer. Moreover,
ROOTS serves as a basis for corpus generation and information extraction for the ANR Phorevox
project. For instance, we have built a corpus containing 1000 free e-books which is planned to be
proposed to the community.

Software LamSCP

Building a voice for TTS purposes generally relies on a recording script extracted from a huge
text corpus and optimized to cover linguistic and phonological events which are supposed to lead
to a good voice acoustic quality. As many events are rare, the main difficulty is to assure the
presence of all of them while minimizing the speech recording duration. Indeed, a short speech
corpus tends to guarantee the quality and homogeneity of the voice and to minimize the recording
and post-processing costs. Designing such a rich corpus with a minimal size can be formulated as
a Set Covering Problem (SCP). As this problem is NP-hard, one needs the use of heuristic based
algorithms to reduce huge corpora, i.e. containing more than one million sentences.

The team has developed a full workflow to solve this problem. An efficient and parallelizable
tool has been implemented in C+-+ to build feature dependent matrices based on an initial sen-
tence set to be reduced. These matrices are sparse and their size can reach up to 50,000 rows and
more than one million columns. Several optimization algorithms have been implemented, based
on greedy strategies and inner optimization procedures. Moreover, an innovative algorithm called
LamSCP has been proposed to solve SCP on huge corpora with multi-representation constraints.
LamSCP relies on Lagrangian relaxation properties and gives better results than state-of-the-art
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greedy algorithms (returned reduced sets are from 5 to 10 percent shorter). Even more inter-
estingly, this algorithm provides a lower bound to the optimal solution cost for the considered
SCP. This lower bound permits to assess the closeness of the calculated solution to the optimal
one: it turns out that LamSCP and greedy algorithms give solutions close to optimal [CBBDOT|.
This study of the SCP and the associated algorithms for speech processing have been published
in several conferences [ABB-+08; CBBD08| and [BBD12|.

Library for editing LSF and concatenative synthesis of gestures

We have developed in the team a whole motion-capture-driven synthesis pipeline dedicated to
the editing of gestures in French Sign Language (LSF) and the generation of gestures that can
be visualized through a 3D virtual signer. This system is able to produce novel utterances from
the corpus data by combining motion chunks that have been previously captured on a real signer,
and by using these data to animate a virtual signer. As gestures in signed languages are by
essence multichannel, i.e. meaningful information is conveyed by multiple body parts acting in
parallel, it follows that a sign editing system manipulates motion segments that are decomposed
on these channels over time. The editing system is able to accurately and efficiently retrieve
the annotated SL items from the database, and to concatenate the corresponding motion chunks
spatially (i.e. along the channels), and temporally within an animation system. This last one
thus synchronizes and handles at the same time several modalities involved in signed gestures and
produce a continuous flow of skeleton postures.

This development has given rise to the achievement of a set of software libraries described
below:

e The library "Sgn Core" is dedicated to the recording and the processing of one or several
movements, and one or several annotations extracted from "fbx", "bvh" and "eaf" files.

e The library "Sgn Db" is dedicated to the recording, the decomposition, the indexing, and
the extraction of all or part of several captured and annotated movements from a heteroge-
neous database.

e The library "Sgn Edit" is dedicated to the creation, the editing, and the visualization of a
motion produced by recomposing the processed motion chunks.

e The library "Sgn THM" is dedicated to the visualization of the motions of one or several
joints within a 3D virtual environment.

These libraries have been registered through the Program Protection Agency (Agence pour la
Protection des Programmes, APP).
Sequential Data Mining under Constraints (SDMC)
SDMC is a web site having a set of text and data mining tools. This web is developed with
the support of the Hybride ANR, with different partners: GREYC, LIPN, MODYCO laborato-
ries. Link: https://sdmc.greyc.fr/.
9.6 Technical facilities and platforms
Speech recording studio

A main goal of the EXPRESSION project consists in developing high quality voice synthesis. A
good speech corpus quality relies on a consistent speech flow (i.e., the actor does not change his
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speaking style during a session) recorded in a consistent and quiet acoustic environment. In order
to expand our research scope, it is often interesting to vary the speech style (dialogs, mood, accent,
etc.) as well as the language style. Unfortunately, such corpora are hard to obtain and generally
do not meet specific experimental requirements. To deal with these constraints, speech resources
need to be recorded and controlled by our own protocols. Hence, the team owns a speech studio
located at ENSSAT in Lannion. The studio, in its material form, comes along with a software
platform developed internally.

The recording studio consists in two rooms: an isolation booth and control room. The isolation
booth can fit three persons. It is designed to attenuate the noises of 50dB and is equipped with
two recording sets. A recording set consists in a high quality microphone (Neumann U87AI), a
high quality closed head set (Beyer DT 880 250ohms), a monitor and a webcam. The control
room is equipped with two audio networks, a video network and computer network. In addition
to audio signal, Electro-Gloto Graphs (EGGs) can be captured from the actor. This activity is
used to induce the FO (first formant) trajectory which is the main indicator of the prosody.

Regarding software, recording sessions are orchestrated using a dedicated tool. Mainly, the
role of this tool is to prompt actors in the isolation booth to utter speech with various indications
(mood, intonation, speed, accent, role, ...). The prompt is presented on a simple interface. Then,
sound files are recorded, segmented and linked to the transcription. The whole process is controlled
by the operator in real time. The latter can possibly reject (in fact, annotate) a file and prompt
the actor again with the discarded sentence in case of mispronunciation, bad audio quality, etc.
This software has been developed in C++ and relies on the Windows Audio and Sound API
(WASAPI).

Listening test platform

The listening test platform is developed by the team especially to evaluate speech synthesis models.
This platform has been developed to propose the community a ready-to-use tool to conduct
listening tests under various conditions. Our main goals were to make the configuration of the
tests as simple and flexible as possible, to simplify the recruiting of the testees and, of course, to
keep track of the results using a relational database.

The most widely used listening tests used in the speech processing community are available
(AB-BA, ABX, MOS, MUSHRA, etc.).

This software is currently implemented in PHP and integrated in the Symfony2 framework
with Doctrine as database manager and Twig templates. This configuration makes the platform
accessible from a wide variety of browsers.

The platform is designed to enable researchers to build wide tests available through the web.
The main functionalities provided are as follows:

e Users are given roles, which give them privileges,
e Users answer test during a trial which can be interrupted and resumed later,

e Users give information on their listening conditions at each trial beginning,

Tests are imported from Zip archives that contain a XML configuration file and the stimulii,

Users can be imported from a XML configuration file.

A tester can monitor his test and discard results of a testee on the basis of its statistical

behavior.
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e The platform is open-source (under AGPLv3 Licence).

Motion captured recording platform

The expressiveness of expert gestures requires accuracy and high definition in the recording of
captured motion. We have acquired in the team an expertise in the capture, post-processing,
and recording of such gestures which are by nature dexterous and quick gestures, involving at the
same time multimodal information (including bodily and hand movements, head movements, facial
expressions and gaze). The team has acquired a Qualisys motion capture platform composed of
eight Oqus400 cameras. We have defined several setups that allow us to capture different kinds of
expressive gestures synchronized with video and sound. As hand movements and facial expressions
present many occlusions and may give rise to noise and gaps in the data, it has been necessary to
develop software tools to clean the data, correct it and fill the gaps of the markers’ trajectories.

9.7 Corpora
Annotated Corpora

e PAROLE PUBLIQUE (“Free Speech”) is a French corpus repository dedicated to pilot cor-
pus studies for Human-Machine Dialogue, Augmentative and Alternative Communication
(AAC) and Coreference Resolution.

e the ANCOR project deals with the study of all forms of anaphora and co-reference about
the study of oral language. ANCOR Centre, Accueil UBS and OTG corpora were built
within the framework of this project.

e Various speech corpora including neutral speech with manual annotations (Agnés voice,
FR, Thours; FElizabeth voice, US, Thours), expressive speech automatically annotated using
audiobooks (10 hours), expressive speech with emotional content or even multi-speaker
corpora such as BREF120.

10 Brief risk analysis
We take care on risks at three levels: scientific risks, management risks, and technical risks.

1. The main identified scientific risk is that each modality research axis keep on living as an
independent activity. We will control this risk by means of common seminars and cross-
domain research actions, to maintain synergies between the three modalities, and to favor
projects or PhDs at the interface of these modalities. For example, a PhD has been started
recently (end 2014) to incorporate facial expressions capabilities into talking heads and sign-
ing avatars; furthermore a joint bid is in preparation between text and speech modalities
and will be submitted to the 2014 ANR call. We will take measures on a control of work
progress; detailed and clear definition of our objectives and to focus on key issues, one at a
time. A further issue is that we should be prepared to adapt the main team focus to alter-
native research routes if a direction turns out to be intractable or too far from the original
objectives, given the capability of the team: staff size, time available for research activity
(the staff is composed of only part time researchers), scientific know-how and development.

2. Managerial risks could include communication difficulties due to the geographical spread of
the staff (Vannes, Lannion, Lorient). This risk could be partially overcome by extensive
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use of visio-conferences or immersive rooms, with regular meetings. The lack of resources
and /or staff allocated to the study of a given modality is also a difficulty that could affect
the outcome in one of the three targeted application domains. We will ensure good level
of communication to talk about rising problems and favor cooperation with national and
international teams specialized in text, speech or gesture but also in cognitive and behavioral
Sciences. Furthermore the funding being essentially ensured by contractualized sources, our
main challenges could evolve in function of regional, national or international grants or
fundings.

Technical risks may include difficulties in data acquisition or dedicated equipment manage-
ment (cluster of machines, motion capture equipment, etc.). This risk is quite high, since
the team does not rely on any permanent technical staff. Nevertheless, members of the
team will potentially rely on centralized technical resources available in Rennes, e.g. for
code forging purposes.

Appendix: team environment

We do not pretend providing here an exhaustive list of Laboratories or Teams around the world
working in areas that are close to the topics put forward by EXPRESSION. We rather opted for a
short list of focused teams, taking the risk to forgot some of them.

11.1 National environment

IRCAM, UMR Sciences et Technologies de la Musique et du Son

— Team sound analysis-synthesis

Expressive prosody
Real-Time Musical Interaction Team (IMTR)
http://www.ircam.fr/54 .html7&L=1

Laboratoire de Linguistique Formelle (LLF)

— Work of Elisabeth Delais-Roussarie

— Prosodic interfaces modelling, prosodic phonology and corpora

Laboratoire de Phonétique et Phonologie (LPP)

— Teams “TAL et phonétique” and “phonologie de corpus”
— http://1pp.in2p3.fr/article.php37id_article=385

Laboratoire de Traitement et Communication de I'Information (LTCI), CNRS-TELECOM
ParisTech, Greta Team

— Embodied conversational agents; social and emotional behaviors in interaction

Laboratoire d’Informatique de Grenoble (LIG)

— Team GIPSA-lab (Grenoble), speech and cognition department, Gerard Bailly’s Team
— Team GETALP, work of Véronique Aubergé
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— Affective computing

— http://www.liglab.fr/spip.php7article97

e Laboratoire d’Informatique pour la Mécanique et les Sciences de I'Ingénieur (LIMSI)

— Group Image, Language, Space (AMI)
— Group Cognition, Perception, and Usages (CPU)

http://www.limsi.fr/Scientifique/cpu/

— Audio and Acoustics Group

Audio analysis and synthesis

http://groupeaa.limsi.fr/start

e Laboratoire d’Informatique de Nantes Atlantique (LINA)

— Team TALN (Béatrice Daille)

— Semantics of texts, opinion modelling, production of linguistic resources: corpora,
lexicons, grammars

— https://www.lina.univ-nantes.fr/?-TALN, 68- .html

e Laboratoire d’Informatique de Paris-Nord (LIPN)

— Team RCLN (Adeline Nazarenko)
— Semantic Infoamrtion Retrieval, Pattern mining, Semantic Web

— http://lipn.univ-parisi13.fr/fr/rcln

e Laboratoire Lorrain de Recherche en Informatique et ses Applications (LORIA)

— Team PAROLE (Yves Laprie)

— Acoustic-visual speech synthesis, multimodal speech processing, speech recognition,
articulatory modeling

http://parole.loria.fr/index.php?lang=eng&fonction=accueil
— Team ORPAILLEUR (Amedeo Napoli)

— Text Mining, Formal Concept Analysis, Text-based ontology construction, Semantic
Annotation and Semantic Web

— http://orpailleur.loria.fr

e Voxygen

— Expressive speech synthesis

— http://voxygen.fr/
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11.2 International environment

Acapela

— Expressive T'TS, Multilingual, Emotive voices

— http://www.acapela-group.com/

AT&T Research, New Jersey, USA

— AT&T Natural VoicesTM Text-to-Speech
— http://www.research.att.com/projects/Natural_Voices/index.html?fbid=ZB1FNMevJXf
Bristol Centre for Linguistics, England

— production of linguistic resources, Parallel (translation) corpora,

— http://wwwl.uwe.ac.uk/cahe/research/bristolcentreforlinguistics.aspx
p g p

Centre for Speech Technology Research (CSTR), Edinburgh, UK

— Speech synthesis, automatic speech recognition

— http://www.cstr.ed.ac.uk

Deutsche Telekom Laboratories, Germany

— Speech perception, affective/emotional state

— Felix Burkhardt: emotional Human Machine interaction, automatic speaker character-
istics classification

— Emotion profiles, modeling context and multimodality, emotional speech production,
interaction modeling, natural language descriptions of emotions

— http://www.laboratories.telekom.com/public/Deutsch/Publikationen/Pages/default.
aspx and http://felix.syntheticspeech.de

InfoMus Lab. Casa Paganini, Genova, Italy

— Analysis of expressive gesture

— http://www.infomus.org/index_eng.php

Ivona (Amazon)

— Multilingual TTS

— http://www.ivona.com/en/

Laboratory for Applied Ontology, Italy

— conceptual modeling, knowledge representation, natural language processing, semantic
web

— http://www.loa.istc.cnr.it/

Loquendo (Nuance)
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— Expressive T'TS, Multilingual

— http://www.nuance.fr/for-business/by-solution/customer-service-solutions/
solutions-services/inbound-solutions/loquendo-small-business-bundle/text-to-speech/
index.htm

e Carnegie Mellon University

— Language Technologies Institute (LTT)
— https://1ti.cs.cmu.edu/

e Max Planck Institute, Group Multimedia Information Retrieval and Music Processing, Saar-
land University, Germany

— Analysis of human motion, information retrieval

— http://people.mpi-inf.mpg.de/ mmueller/

e MIT Computer Science and Artificial Intelligence Laboratory (CSAIL), Cambridge, USA

Affective Computing Research Group

http://affect.media.mit.edu/

Humanoid Robotics group

Sociable machine project

— http://www.ai.mit.edu/projects/sociable/overview.html

e Nagoya Institute of Technology, Japan
e Work of Keiichi Tokuda
— HMM-based Text-To-Speech Synthesis (HTS)
e Ruth Aylett, University of Heriot Watt Edinburgh, UK

— Affective computing, human / robot interaction

— http://www.macs.hw.ac.uk/“ruth/bio.html

e Signal Analysis and Interpretation Lab, University of Southern California, Los Angeles,
USA
— Emotions Group

— Emotion profiles, modeling context and multimodality, emotional speech production,
interaction modeling, natural language descriptions of emotions

— http://sail.usc.edu/emotion/index.php

e Sociable Agents Group (Center of Excellence Cognitive Interaction Technology — Bielefeld
University — Faculty of Technology)

— Interactive and adaptive virtual agents

— http://www.techfak.uni-bielefeld.de/ags/soa/
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e Technical University of Madrid, Department of Electronic Engineering, Spain

— Speech Technology Group
— Emotional speech synthesis

— http://lorien.die.upm.es

e Toshiba Cambridge Research Laboratory, Cambridge, UK

— Speech technology group

— Rich, expressive synthesized speech, HTS, acoustic factorisation in speech synthesis
with a system that allows the speaker and language to be controlled separately (a user
can "speak" in several languages for personalized voice translation)

— http://www.toshiba.eu/eu/Cambridge-Research-Laboratory/Speech-Technology-Group/
Speech-Technology-Group-Projects

e TCTS Lab, Université de Mons, Belgique

— Work of Thierry Dutoit on speech synthesis
— http://tcts.fpms.ac.be/ dutoit/
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